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As an initial AI-Knowledge Graph integration,
we used the OpenAI API and WikiPathways'
RDF Knowledge Graph for information
retrieval via natural language queries.
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AI-assisted Next Generation Risk Assessment
enabled by FAIR Data and Knowledge Graphs

Our goal is to develop AI-assisted Next Generation Risk
Assessment. In our first project phase we are developing
processes and applications to prepare FAIR[1] datasets and
knowledge graphs connecting compound information,
biological response data, pathways and key events. 
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AI-ASSISTED APPLICATION

DESIGN FOR AI SAFETY (CBRN)

TESTING AND REFINING

QUALITY AND TRUST ISSUES

KNOWLEDGE GRAPH CREATIONBACKGROUND

NEXT STEPS AND COLLABORATION

We are designing our toxicological safety risk assessment system to
comply with AI safety regulations, such as the NIST AI Risk Management
Framework and the EU AI Act. The providers of Large Language Models
(LLMs) have to prevent the misuse in context of CBRN threats (Chemical,
Biological, Radiological, and Nuclear). We analyse how these AI safety
measures impact our use cases for safety risk assessments.

Our AI-enabled risk assessment test cases include:
1. Efficient retrieval of reliable, well-referenced knowledge via a
knowledge graph;
2. Enhanced toxicology learning through ML and Generative AI
models;
3. AI integration into risk assessment workflows for analysis,
evidence interpretation, and decision-making;
4. Generation of auditable reports documenting risk assessment
processes with supporting data and knowledge records.

We design systematic, automated workflows for data
processing and utilize the biobricks.ai platform to
transform our FAIR datasets into FAIR knowledge
graphs using the semantic web's RDF format.

The open knowledge resources offer a harmonized data
template aligned with FAIR principles, omics data management
best practices, and a standardized data collection approach
focusing on harmonization, referencing, and integrity.

We developed two toxicology knowledge resources for case
studies:
— A dataset and knowledge graph from the EU-ToxRisk[2]
program on New Approach Methods in Toxicology.
— A knowledge graph based on a network model for steatosis,
supporting ASPIS[3] case studies and SSbD4CheM.

Collaboration opportunities: 
— sharing open science resources supporting NAMS-based risk
assessment with the regulatory acceptance purpose. 
— Establishing FAIR practices and approaches to sustainability.

[1] Findable, Accessible, Interoperable, Reusable (FAIR)
[2] EU-ToxRisk, An Integrated European ‘Flagship’ Programme Driving Mechanism-based Toxicity Testing and Risk Assessment for the 21st century 
[3] Animal-free Safety assessment of chemicals: Project cluster for Implementation of novel Strategies (ASPIS);

NGRA WORKFLOW INTEGRATION 
Our AI-assisted knowledge from FAIR data is integral
to NGRA workflows, including ASPA Workflow[3],
supporting stages like problem formulation, hazard
characterization, mechanistic interpretation, and
points of departure.

Insilica is the proud recipient of an
NSF SBIR and NIH SBIR grant.
ToxTrack, Inc is a subsidiary of Insilica.
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The Lorentz Center organizes international  
workshops for researchers in all scientific disciplines.  

Its aim is to create an atmosphere that fosters 
collaborative work, discussions and interactions.  

For registration see: www.lorentzcenter.nl

This workshop is part of our collaboration with  
NIAS and aims to stimulate research in the  

humanities & social sciences.
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…the FAIR Principles 
put specific emphasis 
on enhancing the 
ability of machines 
to automatically find 
and use the data, in 
addition to supporting 
its reuse by 
individuals. 
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Computability  
• FAIR data use knowledge representation languages and controlled 

vocabularies that reduce/eliminate ambiguity. 

Trustworthiness 
• FAIR data have (rich) provenance which provides evidence for the 

source of data. Provenance can include uncertainties and error 
estimation. Trust also requires large amounts of metadata. 

Equitabilty  
• FAIR data make explicit the conditions for reuse. Equitabilty can be 

technologically ensured, when data and metadata are FAIR  

2016



Workbench

First decade of FAIRification…

FAIR Practices & Training 
Workbench

FAIR Orchestration

FAIR 
Knowledge 
Graphs

Data Visiting
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Key Considerations: 

• Filtering: The data collected from these sources are heavily filtered 
to remove noise, low-quality text, and duplicates.  

• Bias and Ethical Concerns: Training on public data can introduce 
biases present in the original content (e.g., social biases, regional 
biases), which is why researchers try to apply techniques to mitigate 
these issues.  

• Copyrighted Material: While efforts are made to use publicly 
available content, there are ongoing debates and concerns about 
training on data that may come from copyrighted works, especially 
when it is scraped without explicit permission. 

Content generated using OpenAI's ChatGPT-4
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Legacy 
Data AI

AI issues: Noise, Bias, Copyright 

FAIR for AI for FAIR
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FAIR

as in 

“fair”


FAIR

as in 


“AI-Ready”


See also: FAIR in 
ML, AI Readiness, 
& Reproducibility 
(FARR) Workshop 
October 9-10

https://www.farr-
rcn.org/
workshop24
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